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Geometry Animation



® Vector space
> The vector space has scalars and vectors.
>Scalars : a, (5, 6O

»>Vectors : u, v, W

® Affine space
> The affine space has point in addition to the vector space.
> Points : P, Q, R

® Euclidean space

> In Euclidean space, the concept of distance is added.




lScalars, Points, Vectors

® 3 basic types needed to describe the geometric objects and
their relations

»>Scalars: a, B, 6o O
> Points: P, Q, R

> Vectors: u, v, W

® Vector space

> scalars & vectors

® Affine space

> Extension of the vector space that includes a point




® Commutative (112), associative (Z&), and distribution (&HH)

laws are established for addition and multiplication
>a+ =0+«
>a-f=0"«a
>arBry)=lasf)ry } associative (2%
>a-(Bry)=(a-B)vy

>a- (B+7y)=(a-pB)+ (a-y)—distribution (ZEH)

} commutative (12t

® Addition identity is 0 and multiplication identity is 1.
»a+0=0+a=a
>a-1=1-a=a

® Inverse of addition and inverse of multiplication
>a+ (-a)=0

>a-al=1




® Vectors have magnitude (or length 3 7|) and direction (22

F

).

® Physical quantities, such as velocity or force, are vectors.

® Directed line segments used in computer graphics are
vectors.

® Vectors do not have a fixed position in space.




® Points have a position in space.

® Operations with points and vectors :
> Point-point subtraction creates a vector.

> Point-vector addition creates points.

P

\" V:P-Q

Q P=Q+v




® Points have a position in space.
® Operations with points and vectors :
> Point-point subtraction creates a vector.

> Point-vector addition creates points.

P

v v=P-Q

Q P=Q+v




® Points have a position in space.

® Operations with points and vectors :

> Point-point subtraction creates a vector.

> Point-vector addition creates points.

P

\" V:P-Q

Q §P=Q+VE




l Specifying Vectors

® 2D Vector : (x, y)
® 3D Vector : (x, Y, z)

+y
\ +y A
(X, y)
(X, Y, Z)
(17 '37 '4)
Loy 0,0,0) 2 -
l/ +X
2D Vector *z
3D Vector

Vector from the origin O(0, 0, 0)
to the point P(1, -3, -4)



lExamples of 2D vectors

A
Vector [3, (3:
Vector [2,.1]
Vector [-1,-4 / //v
Vectar. [3;.0]
=X <« » +X
\ \ Vector [2, -5]
Véctor [0, -4]
Vector [-2\3] \
7 -
\ector [2, -3] \'
Point (2, -5)
v




lExamples of 2D vectors

Vector [3, (3:

Vector [2, 1]
Vector -1, -4 // //

\ 4

Vectar. [3;.0]

v

+X

\ \ Vector [2, -5]
Véctor [0, -4]
Vector [-2\3] \

Nector [2, -3] \'

Point (2, -5)




lExamples of 2D vectors

Vector [3, (3:

Vector [2, 1]
Vector -1, -4 // //

\ 4

Vectar. [3;.0]
=X <« .\ » +X
\ \E\Vector [2, -5]
Véctor [0, -4]
Vector [-2\3] \
7 -
\ector [2, -3] .
Point (2, -5)
v ’



lExamples of 2D vectors

Vector [3, (3:

Vector [2, 1]
Vector -1, -4 // //

\ 4

Vectar. [3;.0]
=X <« = .|.X
\ \ Vector [2, -5]
Véctor [0, -4]
Vector [-2\3] \
7 -
\ector [2, -3] \'
Point (2, -5)
v



Examples of 2D vectors

Vector [3, (3:

Vecteor [2,

1]

//v

Vector -1, -4 /

\ 4

Vectar. [3;.0]

» +X
\ \ Vector [2, -5]
Véctor [0, -4]
Vector [-2\3] \
Nector [2, -3] \'
Point (2, -5)

(2) '3)-1 = ('2) 3)

-Y



lVector Operations

® zero vector

® vector negation

® vector/scalar multiply

® add & subtract two vectors

® vector magnitude (length)

® normalized vector (=normalization)
® distance formula

® vector product
> dot product

> cross product




lThe Zero Vector

® The three-dimensional zero vector is (0, 0, 0).

® The zero vector has zero magnitude.

® The zero vector has no direction.

v



lNegating a Vector

® Every vector v has a negative vector -v: v+ (-v)=0

® Negative vector

>-(a;, a5, a3, ... , A,) = (-a4, -2y, -a3, ..., -a,)
® 2D, 3D, 4D vector negation

>-(X, y) = (X, -y)

>-(X, Y, 2) = (-X, -y, -Z)

>'(X) Y, Z, W) = ('X) Y, -Z, 'W)

»

(0, 3
(2, 2) o

42) 0, -3)}

)




lVector-Scalar Multiplication
® Vector scalar multiplication

>a* (X, Z) = (ax, ay, az)

® Vector scale division

>1/a* (X, Y, Z) = (X/a, Y/a, z/a)

® Example
>2*(4,5,6)=(8, 10, 12)
> * (4,5, 6) =(2, 2.5, 3)
»>-3*(-5,0,0.4) = (15, 0, -1.2)

>3u+v=(3u)+v

2v

0.5v



lVector-Scalar Multiplication
® Vector scalar multiplication

>a* (X, Z) = (ax, ay, az)

® Vector scale division

>1/a* (X, Y, Z) = (X/a, Y/a, z/a)

® Example
>2*(4,5,6)=(8,10,12) |
>15% (4,5, 6) = (2,2.5,3) |
>-3*(-5, 0, 0.4) = (15, 0, -1.2)

>3u+v=(3u)+v

2v

0.5v



lVector Addition and Subtraction

® Vector Addition
> Defined as a head-to-tail axiom

(X1, y1) 21) + (XZ, y27 ZZ) = (X1+X27 y1+y27 Z1+ZZ)

u+tvV=V+u - s

A
sy v /r

a+b+c+d




lVector Addition and Subtraction

® Vector Addition
> Defined as a head-to-tail axiom

(X1a y1: 21) + (XZa y27 ZZ) = (X1+X27 y1+y27 Z1+ZZ)

u+tvV=V+u - s




lVector Addition and Subtraction

® Vector Subtraction

> (X15 Y1, Z4) - (X2, Y2, Z3) = (X4-Xg, Y1-Y2, Z4°23)

u-v=-(v-u) [—@mBEo| Ao 4

A
sy v /r

a+b+c+d




Vector Addition and

® Vector Subtraction

Subtraction

> (X15 Y1, Z4) - (X2, Y2, Z3) = (X4-Xg, Y1-Y2, Z4°23)

{u-v=-(v-u) —

DEE ol oo| 4




lVector Addition and Subtraction

® Vector Subtraction

> (X15 Y1, Z4) - (X2, Y2, Z3) = (X4-Xg, Y1-Y2, Z4°23)

u-v=-(v-u) [—@mBEo| Ao 4




lVector Addition and Subtraction

® Vector Subtraction

> (X15 Y1, Z4) - (X2, Y2, Z3) = (X4-Xg, Y1-Y2, Z4°23)

u-v=-(v-u) [—@mBEo| Ao 4




lVector Addition and Subtraction

® Vector Addition

> Defined as a head-to-tail axiom

(X145 Y15 Z9) + (X2, Yo, Z3) = (Xq + Xo, Yy + Yy, Z1 + Z,)

u+v=v-+u

4
u+v \4

v+U




lVector Addition and Subtraction

® The displacement vector from the point P to the point Q is calculated as q - p.

+y
A
/9/
/.
=X ¢ —— > +X
q B
Q
v




lVector Addition and Subtraction

® The displacement vector from the point P to the point Q is calculated as q - p.
+y

A

P
mme=d
/9/ ///2

.c:/

j@)




lVector Addition and Subtraction

® The displacement vector from the point P to the point Q is calculated as q - p.
+y

A

A

s et

\\
\\\;/ > +X
Q

.c:/




Vector Magnitude(Length)

® Vector magnitude(or length)

> Examples

vl = v+ gk vi +vE

1(5,—4, 7D = \/52 + (—4)2+72
=254 16 + 49
=+/90

= 3v10
~ 9.4868

X

A



lVector Magnitude

+y
A
2
}/ector [3;.3] ||v||2 = |Ux|2 + |UY|
o1
[l ll.0.3)
/4 IR A Vivll? = W
"y | “ >+ X
v 3,0
y ol = Jo +3
v




lVector Magnitude

+y
A
B 2
¥ers }’“t‘”“ 2 1WI12 = |ve|? + |v|
it
7 w23 - 2 . 2
74 B Latd. JIVIZ = [v2 + 3
X< ol Lol e
v 3,00l =3
g Ioll = Jv + v}
v




l Normalized Vectors

® There is case where you only need the direction of the
vector, regardless of the vector length.

® The unit vector has a magnitude of 1.

® The unit vector is also called as normalized vectors or
normal.

® “Normalizing” a vector :




l Normalized Vectors

® There is case where you only need the direction of the
vector, regardless of the vector length.

® The unit vector has a magnitude of 1.

® The unit vector is also called as normalized vectors or
normal.

® “Normalizing” a vector :

v

Vnorm = m; v#0




l Distance

® The distance between two points P and Q
is calculated as follows.

> Vector p

> Vector q

» Displacement vectord =q - p
> Find the length of the vector d.
»distance(P, Q) =[d|=1q-p]|

® T

v




l Distance

® The distance between two points P and Q
is calculated as follows.

———————

> Vector p P
Q
> Vector q
p
> Displacement vectord =q - p d =

> Find the length of the vector d.

»>distance(P, Q) =|d|=[q-pl \

1
/

______




lVector Dot Product

® Dot product between two vectors : Uev = scalar
(Uy, Uy U, o, UN) = (U, Uy, Vg, o, VN) = WV, + UV, + oo + Up_1VUpq + UL,
n
Uev = z U;iv;
=1

uev = lull®

® Example
>(4,6)2(-3,7)=4"(-3)+6 "7 =30
>(3,-2,7)(0,4,-1)=3*0+(-2)*4+7*(-1)=-15



Vector Dot Product

® The dot product of the two vectors is the cosine of the angle
between two vectors (assuming they are normalized).

uev = ||ullllv||cos@

Uuevy u

)

lullllv|l 6 v

0 = acos(

0 = acos(u ° U) , Where u, v are unit vectors
I—leng,th= 1




lDot Product as Measurement of Angle

® The following is the characteristics of the dot product.

b, aeby>0when(0° <0 <90° (Y=< I, o2

+ b, a*b; =0when0°=0 =90° (90" 2 [, %)

>
Il
Mn
]

b, aeb, <0Owhen90° <6 <90° (=



l Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

W = Wpar + Wper



Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

W = Wpar + Wper

W= av+u

Y



l Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

— W= av+u

wW=av +u

y
y




l Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

— W= av+u
w=av+u

u must be orthogonalto v, u-v =20

y
y




l Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

— W= av+u
w=av+u

u must be orthogonalto v, u-v =20

wv=(awv+u)-v=av-v+u-v=av-v 0

y
y




l Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

— W= avtu
w=av+u
u
u must be orthogonalto v, u-v =20
wv=(awv+u)-v=av-v+u-v=av-v 0 ‘ R
| av
a =

v-v



l Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

— W= avtu
w=av+u
u
u must be orthogonalto v, u-v =20
wv=(awv+u)-v=av-v+u-v=av-v 0 ‘ R
| av
a =
v-v
w-v w-v




Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

— w= avt+u
w=av+u
u
u must be orthogonalto v, u-v =20
wv=(awv+u)-v=av-v+u-v=av-v 0 ‘ R
w-v av
a:
v-v
wev | wev o
U=W—QaQu =W — V=W—7—rV
vV | |
wW-vD w-vD WD

Aav=w—uUu=w-—w +

____________



l Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

If vis a unit vector, then ||v|]| = 1 W= avtu
Wper =U=w— (W V)V
L _ u
9 » -
\ J g
Y% av



l Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

If vis a unit vector, then ||v|]| = 1 W= avtu

__________________




Projecting One Vector onto Another

® Given two vectors, w and v, one vector w can be divided
into parallel and orthogonal to the other vector v.

If vis a unit vector,then ||v|]| =1

Wper = =W —(w- v)vj

——————————————————

Wpar = QU = (W v)v

__________________

|av||
lwl|
II |

sinf = = |lu|| = |[|w]|sin6

cosf = = ||lav|| = ||w||cosO

W= autu
u
9 = [
v Jav ]
|lw|cos0



lVector Cross Product

® Cross product (2/8) : uxv
> (X15 Y1, Z4) X (X9, Y2, Z3) = (Y422 - Z1Y2, Z1Xg - X4Zg, XY - Y1X3)

® Dot Product (L&) : uev

uxy

0



lVector Cross Product

® Cross product (2/8):uxv =w
> (X15 Y1, Z4) X (X9, Y2, Z3) = (Y422 - Z1Y2, Z1Xg - X4Zg, XY - Y1X3)

® Dot Product (L&) : uev =

uxy

0



lVector Cross Product

® Cross product (2/8):uxv =w

> (X15 Yo Z4) X (Xp, Y25 Z3) = (V12 = Z4Y2, Z4Xg = X4Zg, XqY7 = YiXy )

® Dot Product (L&) : uev =

’’’’’’



lVector Cross Product

® Cross product (2/8):uxv =w

-,
1

> (X15 Yo Z4) X (Xp, Y25 Z3) = (V423 = Z4Y2, Z4Xg = X4Zg, XY = YiX )

® Dot Product (L&) : uev =

ffff



lVector Cross Product

® Cross product (2/8):uxv =w

-
]

> (X15 Y15 Z4) X (Xp, Y25 Z3) = (V42 = Z4Y2, ZyXg = X4Zg, X472 = YiX )

® Dot Product (L&) : uev = = -X4Zy + Z4X,
X1 X2
Yy Y2



lVector Cross Product
® Cross product (2/8):uxv =w
> (X1, Y15 Z1) X (X9, Y2, Z3) = (Y1Z3 - Z1Y2, Z4Xg = X4Zp, X1Y3 = Y1Xy )
® Dot Product (L&) : uev =
® Example
>(1) 3’ '4) X (2) '5) 8)
=(3*8-(4)*(-5,(4)*2-1*8,1*(-5)-3*2)
= (4, -16, -11)



lVector Cross Product

® The magnitude of the cross product between two vectors, |(ux V)], is
the product of the magnitude of each other and the sine of the angle

between the two vectors.
AuXxyv

lux vl = llullllvilsing

v



lVector Cross Product

® The area of the parallogram is calculated as bh.

A = bh
a = b(asin®)
h h
sinf = — = ||a||||b||siné
V0 R ¢
N h = asinf = ||la X b|



lVector Cross Product

® In the left-handed coordinate system, when the vectors u and v move
in a clockwise turn, u x v points in the direction toward us, and when
moving in a counter-clockwise turn, u x v points in the direction away
from us.

® In the right-handed coordinate system, when the vectors u and v move
in a counter-clockwise (2FA|A[) turn, u x v points in the direction
toward us, and when moving in a clockwise turn, u x v points in the
direction away from us.

xClockwise turn Counter-clockwise turn f

a b b a

Left-handed Coordinates Right-handed Coordinates



Linear Algebra Identities

|dentity Comments

ut+v=v+u

Vector addition commutative law

u—v=u+(-v)

Vector subtraction

u+v)+w=u+@+w)

Vector addition associative law

a(fu) = (af)u

Scalar-Vector multiplication association

a(u+v) =au+av
(a+plu=au+ fu

Scalar-Vector distribution law

llav]l = llall|lv|

Scalar product

lvll = 0

The magnitude of vector is nonnegative

lull? + llvlI* = llu + v||?

Pythagorean theorem

lull + llvll = llu + vl

Vector addition triangle rule

u-v=v-u

Dot product commutative law

vl =+vVw - v

Vector magnitude using dot product
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Linear Algebra Identities

|dentity Comments

a(u-v)=(au)-v=u-(av) Vector dot product and scalar product associative law
u-w+w)=u-v+u-w Vector addition and dot product distribution law
uxXxu=20 Cross product of the vector itself is 0.
uxv=-—(vxXu) Cross product is anti-commutative.

Cross product of a vector is equal to the cross product of

uXv=(—u)X -7 .
(W) x_(=v) inverse of each vector.

a(uxv) =(au) Xv=uX (av) Scalar and cross product multiplication associative law

Cross product of vector and the addition of two vector

ux@+w)=wxv)+uxw) establish the distribution law

u-(uxv)=0 Dot product of any vector with cross product of that vector &
v-(uxv)=0 another vector is 0
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l Linear Algebra Identities

|dentity | Comments
A
uxy
u
\'%
u-(uxv)=0 Dot product of any vector with cross product of that vector &

v-(uxv)=0 another vector is 0




lGeometric Objects

> 2points
® Plane

> 3points

® 3D objects

> Defined by a set of triangles

o2t

> Simple convex flat polygons (ESCH

> hollow (B AF)

)




® Line is point-vector addition (or subtraction of two points).

® Line parametric form : P(a) = P, + av
> P, is arbitrary point, and v is arbitrary vector
> Points are created on a straight line by changing the parameter.
v=R-0Q
P=Q+av=Q0+a(R—Q)=Q+aR—aQ =aR+ (1—a)Q
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® Line is point-vector addition (or subtraction of two points).

® Line parametric form : P(a) = P, + av
> P, is arbitrary point, and v is arbitrary vector
> Points are created on a straight line by changing the parameter.
v=R-0Q
P=Q+av=Q0+a(R—Q)=Q+aR—aQ =aR+ (1—a)Q

P=a;R+ a,Q where a; +a, =1

-E=a -E=1-a




lLines, Rays, Line Segments

® The line is infinitely long in both directions.
® A line segment is a piece of line between two endpoints. 0 <=a <=1

® A ray has one end point and continues infinitely in one direction. a >=0

® Line a=1
»>p(a) = py + ad (parametric) f
>y =mx + b (explicit) pE
o=0

>ax + by = d (implicit)
>p-n=d
(x,y)-(a,b) =d
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