QQLI El(Unity)= 2838t
L L AR

@ Geometric Objects-Spaces and Matrix(2)

Geometry Animation



l Convexity

® An object is convex if only if for any two points in the object
all points on the line segment between these points are also
in the object.

<

convex not convex
(=concave)



l Convexity

® An object is convex if only if for any two points in the object
all points on the line segment between these points are also
in the object.

convex not convex
(=concave)



Convex Hull

® Smallest convex object containing P,,P,...P,

® Formed by “shrink wrapping” points




B atine sums

® The affine sum of the points defined by P,,P,...P, is
P :a1P1+a2P2 ++anPn
Can show by induction that this sum makes sense iff

a,+a, +-a, =1

R ) If, in addition, a; >0, i = 1,2,..n, we have the convex hull of
P,,P,...P
A Convex hull {Py, P, ... B,}, you can see that it includes all the line

segments connecting the pairs of points.



Linear/Affine Combination of Vectors

® Linear combination of m vectors
> Vector vy, v, ...vpy,

>W = aqV; + ayv, + - + a vy, Where aq, a, ...,y are scalars

® If the sum of the scalar values, a4, a5 ...a,, is 1, it becomes an affine
combination.

>ayta, +ra, =1



Convex Combination

® If, in addition, ¢; >0, i = 1,2,...n, we have the convex hull of P,,P,...P,

® Therefore, the linear combination of vectors satisfying the following
condition is a convex.

a,+a, +-ay=1
and
a;=0fori=1,2..m
a; is between 0 and 1

@ Convexity

> Convex hull



® A plane can be defined by a point and two vectors or by three points.
® Suppose 3 points, P, Q, R R

® Line segment PQ
>S(a)=aP+ (1 —-a)Q

® Line segment SR T(B)
>T(B) = BS + (1 - B)R




® A plane can be defined by a point and two vectors or by three points.
® Suppose 3 points, P, Q, R R

® Line segment PQ
>S(a)=aP+ (1 —-a)Q

® Line segment SR ) B)
>T(B)=pS+ (A —-BIR
p Q
® Plane defined by P, Q, R S(a)

>T(a, p) = BlaP+ (1 -a)Q) +(1-PB)R
=P+p(1-a)(Q—-P)+(1—-B)(R~P)

>for0<a, B <1,wegetallpointsintriangle, T(a, B)



® A plane can be defined by a point and two vectors or by three points.
® Suppose 3 points, P, Q, R R

® Line segment PQ
>S(a)=aP+ (1 —-a)Q

® Line segment SR v T(a, B)
>T(B)=BS+ (1 —-PB)R
. P Q
® Plane defined by P, Q, R . S(a)

>T(a, f) =p(aP+ (1 —-a)Q)+ (1—-F)R
=P+f1l-a)Q-P)+(1-B)R-P)=P+FA—-—a)u+(1-pB)v

>for0<a, B <1,wegetallpointsintriangle, T(a, B)



® Plane equation defined by a point P, and two non parallel vectors, u, v
>T(a, B) =Py + au+ +pv
»P — Py = au + +fv (P is point on the plane)

® Using n (the cross product of u, v), the plane equation is as follows

»>n-(P—Py) =0 (wheren =u X vand nis anormal vector)

A UXV =0n

v
<




® The plane is represented by a normal vector n and a point P, on the plane.
» Plane (n,d) where n (a, b, ¢)
»ax +by+cz+d =0
»>n-P+d=0
»d=n-P
® For point p on the plane, ne(p - py) =0

®@ If the plane normal n is a unit vector,
then nep + d gives the shortest signed distance from

the plane to point p : d = -nep




Relationship between Point and Plane

® Relationship between point p and plane (n, d)
»Ifn-P+d=0, then pis in the plane.




lRelationship between Point and Plane

® Relationship between point p and plane (n, d)
»Ifn-P+d=0, then pis in the plane.

>[fn-P+d>0, then p is outside the plane.




lRelationship between Point and Plane

® Relationship between point p and plane (n, d)
»Ifn-P+d=0, then pis in the plane.

>[fn-P+d>0, then p is outside the plane.

>Ifn-P+d <0, then p is inside the plane.




Plane Normalization

® Plane normalization
> Normalize the plane normal vector

> Since the length of the normal vector affects the constant d, d is
also normalized.

oG
el D = il T




lComputing a Normal from 3 Points in Plane

® Find the normal from the polygon’s vertices.

» The polygon’s normal computes two non-collinear edges.
(assuming that no two adjacent edges will be collinear)

»>Then, normalize it after the cross product.

} return n.normalize(); else returnvy;
== 0) n = cross(u,v); v = P1- P2; u




lComputing a Distance from Point to Plane

® Find the closest distance to a plane (n, d) in space and a point Q out of

the plane.
» The plane’s normal is n, and D is the distance between a point P and
a point Q on the plane. e Q(Xg, Yo, Zo)
wW=0Q—-P=[xg—xY0—Y 2 — 2] n[abc]
l/x Ys /
o lw - 7| _wen
Projectingwonton:w =n &|[w|| =

In?]] lInll




lComputing a Distance from Point to Plane

® Find the closest distance to a plane (n, d) in space and a point Q out of

the plane.
» The plane’s normal is n, and D is the distance between a point P and
a point Q on the plane. e Q(Xo, Yo, Zo)
w=0Q—-P=[xg—%Y— Y2~ Z] n[abc]
l/x Y /
lw - nII lw - n|

Projecting w onto n w =n & ||w]| =

Il

_________________________

lInll




lComputing a Distance from Point to Plane

® Find the closest distance to a plane (n, d) in space and a point Q out of

the plane.
» The plane’s normal is n, and D is the distance between a point P and
a point Q on the plane. e Q(Xo, Yo, Zo)
w=0Q—-P=[xg—%Y— Y2~ Z] n[abc]

n - wl V
Il P(X, Y, Z

lw - nl| _lw-n|

In?]] Inll |

__________________________

Projectingw onton :w =n



Computing a Distance from Point to Plane

® Find the closest distance to a plane (n, d) in space and a point Q out of
the plane.

» The plane’s normal is n, and D is the distance between a point P and
a point Q on the plane. e Q(Xo, Yo, Zo)

w=0Q—P=[xo—xY0— ¥ 2 — 2] n[abc]

b nwl V
—inll P(x, y,
_ la(xg — x) + b(yo—y) + c(zo—2)|

va? + b? + 2
_axg+byy +czg+d
va? + b? + 2




lClosest Point on the Plane

® Find a point P on the plane (n, d) closest to one point Q in space.

»p = q — kn (k is the shortest signed distance from point Q to the plane)

>If nis auint, Q(Xo, Yo, Zo)
n[a, b, ]
'k=n-q+d ; K q=p+kn
P=4-(@gtdn | \l
P(x, ¥/ z)

axg + byy +czy+d
va? + b? + ¢?

where q(xy, yo,20) and Plane ax + by +cz+d =0

Distance(q, plane) =

Distance(q,plane) = n-q + d (nis a unit vector)



Intersection of Ray and Plane

@ Ray p(t) =po+tu&planep-n+d =20




Intersection of Ray and Plane

_________

® Ray/Plane intersection :
(po+tu) - n+d=20
porn+tu-n+d=0
tu-n=—d-—-py'n

Z—(Po’n+d)
u-n

t




llntersection of Ray and Plane

— . +d u
u-n
uen=0

@ If the ray is parallel to the plane, the denominator uen=0. Thu :

the ray does not intersect the plane.




llntersection of Ray and Plane

tz_(Po'n‘*‘d) —

u-n

uen=0
® If the ray is parallel to the plane, the denominator uen=0. Thus/ : /

the ray does not intersect the plane.

® If the value of t is not in the range [0, ~), the ray does not
intersect the plane.
te”

—(po-n+d) : +—(P0'n+d)ui ‘
P u-n ipo u-n




® Matrix M (rxc matrix)
> Row of horizontally arranged matrix elements
> Column of vertically arranged matrix elements

> M,; is the element in row i and column j

- \
mqq mq» mi3
M = My my; my3 :|— r(2) rows
msq msj mss3
\ L y

c(2) columns



® Matrix M (rxc matrix)
> Row of horizontally arranged matrix elements
> Column of vertically arranged matrix elements

> M,; is the element in row i and column j

- \
mqq mq» mi3
M= || ma maz msy3 :|- r(2) rows
msq msj mss3
\ ] y

c(2) columns



® Matrix M (rxc matrix)
> Row of horizontally arranged matrix elements
> Column of vertically arranged matrix elements

> M,; is the element in row i and column j

( ______________________________ \
mqq mq» mi3
M = M2y My mp3 :|— r(2) rows
msq msj mss3
e YR N y

c(2) columns



® Matrix M (rxc matrix)
> Row of horizontally arranged matrix elements
> Column of vertically arranged matrix elements

> M,; is the element in row i and column j (&)

- \
mqq mq» mi3
M = mayq M2 my3 :|- r(2) rows
msq msj | M33
\ L~ e Y

c(2) columns



7/8



2x%x5
matrix
2 -4 7 7/8
-3 4 3/8 0
m11 = 2

mqo = —4

4x%3
-~ matrix
4

-5

12

1/2

3/8

18




Square Matrix

(7T )
SUCTRRN P Mi3
SRR N «<—— Nondiagonal elements
M= | | Man. Moz s
| M3y M3y M3z
| -~ +7—Diagonal elements

® The nxn matrix is called an n-th square matrix. e.g. 2x2, 3x3, 4x4

® Diagonal elements vs. Non-diagonal elements



Ildentity Matrix
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® The identity matrix is expressed as |.

® All of the diagonals are 1, the remaining elements are 0 in n x n square
matrix.

___________________________



Vectors as Matrices

® The n-dimension vector is expressed as a 1xn matrix or an nx1 matrix.
> 1xn matrix is a row vector (also called a row matrix)

>nx1 matrix is a column vector (also called a column matrix)

( 3




Vectors as Matrices

® The n-dimension vector is expressed as a 1xn matrix or an nx1 matrix.
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»>nx1 matrix is a column vector (also called a column matrix)
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Vectors as Matrices

® The n-dimension vector is expressed as a 1xn matrix or an nx1 matrix.
> 1xn matrix is a row vector (also called a row matrix)

»>nx1 matrix is a column vector (also called a column matrix)

( 3




lTranspose Matrix

® Transpose of M (rxc matrix) is denoted by M' and is converted to
CcXr matrix.

T _—
>MY5 = M

> (MT)T =M

»>DT = D for any diagonal matrix D.

s 3 T e
a m C a d
d e f — m e
g h i C f




lTransposing Matrix

p
1 4
2 5
3 6
\

10

11

12

10

11

12




Transpose Matrix

aM

a

amq4

amqq

ams4q

amq,

amy,

ams,

amq3

amys;

amss




Two Matrices Addition

® Matrix C is the addition of A (rxc matrix) and B (rxc matrix),
which is a rxc matrix.

® Each element ¢;; is the sum of the ij*" element of A and the
ijth element of B.

.CIJ = a]J + bl]



lTwo Matrices Addition

® Matrix C is the addition of A (rxc matrix) and B (rxc matrix),
which is a rxc matrix.

® Each element ¢;; is the sum of the ij*" element of A and the

ijth element of B.

.CIJ = a]J + b]]

G
1 3
10 0
4 7
\

.......

.......

.......

_______

IrxXc




Two Matrices Multiplication

® Matrix C(rxc matrix) is the product of A (rxn matrix) and B (nxc matrix).

® Each element ¢;; is the vector dot product of the ith row of A and
the jt column of B.

A by i
.cijzi lk™kj

k_1



lTwo Matrices Multiplication

® Matrix C(rxc matrix) is the product of A (rxn matrix) and B (nxc matrix).

® Each element ¢;; is the vector dot product of the ith row of A and

the jt column of B.

A by i
.cijzi lk™kj

= 3+ 18 + 48
( 3 QP Y GR l
i1 3 6 3 7 69 -35
10 0 -5 + 6 4 — -10 115
4 7 2 8 -9 70 38
\ Y LT
rxn nXxc rxc
T 4 must match 4+ 4 columns in result 44

rows in result

52

-10

75




lTwo Matrices Multiplication

® Matrix C(rxc matrix) is the product of A (rxn matrix) and B (nxc matrix).

® Each element ¢;; is the vector dot product of the ith row of A and
the jt column of B.

A by i
.cijzi lk™kj

k_1

7 + 12 + (-54)
( N S \ r ’_“l““‘ \
P 1 3 6 3 7 1 69 35 52
10 0 5 + 6 4 9 = 10 115 10
4 7 2 8 9 4 70 38 75
\ J . T J \ J
rxn NXC rxXc
T 4 must match 4+ 4 columns in result 44

rows in result



lTwo Matrices Multiplication

® Matrix C(rxc matrix) is the product of A (rxn matrix) and B (nxc matrix).

® Each element ¢;; is the vector dot product of the ith row of A and
the jt column of B.

A by i
.cijzi lk™kj

k_1
( A ( 3\ ( A
1 3 6 3 7 1 69 -35 52
10 0 -5 + 6 4 9 - -10 115 -10
4 7 2 8 -9 4 70 38 75
\ J \ J \ J/
rxn nxc rxc
T 4 must match 4+ 4 columns in result 44

rows in result



lMulti plying Two Matrices

IIIIIIIIIIIIIIIIII

IIIIIIIIIIIIIIIIIII

ain

a1

IIIIIII

az2
as;

azq
asq

Ay

Ay1

C12 C13 C14 C1s

C11

C2s
C3s5

IIIIIIII

C24
C34

Cy45

Cyq

4x2

C22 C23
C32 C33

C21
C31

Cq2 C43

C41

4x5

A21My4FA22 Moy

Coy



lMatrix Operation

BMI = IM =M (I is identity matrix)
@A+ B =B +A: matrix addition commutative law
@A+ (B+C)=(A+B)+ C:matrix addition associative law

® AB =BA : Not hold matrix product commutative law

® (AB)C = A(BC) : matrix product associative law

® ABCDEF = ((((AB)C)D)E)F = A((((BC)D)E)F) = (AB)(CD)(EF)




Matrix Operation

® a(AB) = (eA)B = A(aB) : Scalar-matrix product
B a(BA) = (aB)A

® (VA)B = v(AB)

® (AB)T =BT AT

B (MMM o M MD)T = MM T MSTM,TM, T



lMatrix Determinant

® The determinant of a square matrix M is denoted by [M] or “det M”.

® The determinant of non-square matrix is not defined.



Matrix Determinant

® The determinant of a square matrix M is denoted by [M] or “det M”.

® The determinant of non-square matrix is not defined.

M| =

-

mqq

mayq

X

mq»

msp;

\

= M11Mpy — M12Myq



Matrix Determinant

® The determinant of a square matrix M is denoted by [M] or “det M”.

® The determinant of non-square matrix is not defined.

. 3\
M1 ™2 | =myMyy — MMy,
IM| =
myq my;
\ J
rTTTS 3\ e,
/| ) l/ \\
l\ ml{ mjpp mi3 =!‘Z'n11;(m22m33 — ngmgz) +
""""" M2 (My3M3y — MyaMs33) +
IM| =] im2a1 M2 Mmz3

my3(My M3y — myymsq)

3
3
3




Matrix Determinant

® The determinant of a square matrix M is denoted by [M] or “det M”.

® The determinant of non-square matrix is not defined.

)
M| =
M| =

mqq mqp \
myq my;
J
mqq ' mi» mi3
mal o
mzq / ms; \' mgz3

..........

...........

= M11Mpy — M12Myq

= Myq (MapM33 — MpzM3y) +
myz(mysmsy — myymgs3) +

N, ’
______

My3(My M3y — Mmyymsq)



Matrix Determinant

® The determinant of a square matrix M is denoted by [M] or “det M”.

® The determinant of non-square matrix is not defined.

4 3\
M11 M2 | =My1Myy — MMy,
IM| =
mayq msp;
\ J
r P c
M1 Mz {Maz) | =My (Myamgz — Myzmsy) +
g N T My, (Mysmz; — myyma3) +
IM| =] im2a1 M2 Mmz3 L

>< (?7113(7712177132 — MyM31)




lMatrix Determinant

® The determinant of a square matrix M is denoted by [M] or “det M”.

® The determinant of non-square matrix is not defined.

4 3\
M1 Mz | =my1Myy; — MypMyy
IM| =
mayq msp;
\ J
4 3\
M1 M1z Mz | = Myq(Myamzz — Myzmsy) +
mq,(Mysmz; — myyma3) +
IM| =| m2a M2 Mmz3
mq3(myimsz, — my,mszq)
mszq ms; ms3




lMatrix Determinant

® Inverse of M (square matrix) is denoted by M.

ade‘i

'I
@iyt =M
a Ml

BMH1l=pM
MM H=M1IM=1

® The determinant of a non-singular matrix (i.e, invertible) is
nonzero.

® The adjoint of M, denoted “adj M” is the transpose
of the matrix of cofactors. 1

adjM = 10




lCofactor of a Square Matrix
& Computing Determinant using Cofactor

® Cofactor of a square matrix M at a given row and column is the
sighed determinant of the corresponding Minor of M.

BC, = (—1)Y M|



lCofactor of a Square Matrix
& Computing Determinant using Cofactor

® Calculation of nxn determinant using cofactor :

IM| =i m;jcij = imij(_l)”le{ij}l

j_1 j_1
(2T A 4 .
IM| = i\m11) Mz Mqz Myy | = m11 Mzz M3 Myy
My1 { Maz M3 Mpy M3z Mzz M3y
Mmgzq | M3z Mgz M3y Myy My3z Mgy
\\

Myy | Myp  My3z  NMyy —my, | M1

\ J 13

+m13 M{ }

+my | MO




Cofactor of a Square Matrix
& Computing Determinant using Cofactor

® Calculation of nxn determinant using cofactor :

IM| =i m;jcij = imij(_l)”le{ij}l

IM| =

...........

ffff

j_1

Mmy3z  Myy
I Ma3  Mpy
Mgz M3y
\ My3  Myy

mTTSS

______




Cofactor of a Square Matrix
& Computing Determinant using Cofactor

® Calculation of nxn determinant using cofactor :

IM| =i m;jcij = imij(_l)”le{ij}l

IM| =

j_1 j_1
r 2T N\ .
My1 Myz My Mg | =
Mpq1 Moy + M3 1 Mpy
M3y M3y § M33 M3y
\
Myq1 Mgy | My3z [ Myy —my,
\ T T )
+my 3

______




Cofactor of a Square Matrix
& Computing Determinant using Cofactor

® Calculation of nxn determinant using cofactor :

IM| =i m;jcij = imij(_l)”le{ij}l

IM| =

j_1 j_1

p
mi1 My My3
mp1 Mpy Mpys
mszq1 M3y M33
My My Mys

.

ffff

P

_______




lMinor of a Matrix

® The submatrix Mt} is known as a minor of M, obtained by deleting row i
and column j from M.

[ 7 )
M= {4 {3} 3 M{12} = 0o -2
0/ 2|2 LN
14 4|




lDeterminant, Cofactor, Inverse Matrix

’’’’’

detM = m11m22 - m12m21



lDeterminant, Cofactor, Inverse Matrix

’’’’’

detM = m11m22 - m12m21



lDeterminant, Cofactor, Inverse Matrix

ffff

..............

detM = m11m22 - m12m21

C= my; —m3zq

—Myy mqq



lDeterminant, Cofactor, Inverse Matrix

aaaa

( 4 )
M= | imq, im12]
S N
’m21§ my;

detM = m11m22 - m12m21

C= my; —m3zq

—Myy mqq



lDeterminant, Cofactor, Inverse Matrix

______________
. ~

detM =Mi1Myy — M12Myq

C= my; —m3zq

—Myy mqq



lDeterminant, Cofactor, Inverse Matrix

...............

detM = m11m22 - m12m21

C= my; —m3zq

—Myy mqq



detM =Mi1Myy — M12Myq

C= my; —m3zq

—Myy mqq

Determinant, Cofactor, Inverse Matrix




lDeterminant, Cofactor, Inverse Matrix




lDeterminant, Cofactor, Inverse Matrix

\ J

detM = my;(mym3z3 — Myzmsy)
—My,(My1M33 — My3M3y)

+my3(Myyms, — Mmymsay)



Determinant, Cofactor, Inverse Matrix

. . N\
M = My1i Mz My3
|
Ma1ii Maz  Mp3
m31 Mgz M3z
I\ J
detM = my,(my,m33 — myzmsy)
—My,(My1M33 — My3M3y)
+my3(Myyms, — Mmymsay)
e
C-= (Mmyym33 — Mmyzms;) —(Mmyymz3 — My3Mgzy)
—(myp,ms3 — my3ms;) (mqyym33 — my3msq)
(Mq12My3 — Myymy3) —(My1My3 — My3Myq)

(Mmy1m3y; — Myymsq)
—(mqyymzy; — myymsq)

(My1Myy — MyMyq)




Determinant, Cofactor, Inverse Matrix

detM = mll(m22m33 - m23m32)
—My,(My1M33 — My3M3y)

+my3(Myyms, — Mmymsay)

e

C-= (Mmyym33 — Mmyzms;) —(Mmyymz3 — My3Mgzy)
—(myp,ms3 — my3ms;) (mqyym33 — my3msq)
(Mq12My3 — Myymy3) —(My1My3 — My3Myq)

(Mmy1m3y; — Myymsq)
—(mqyymzy; — myymsq)

(My1Myy — MyMyq)




Determinant, Cofactor, Inverse Matrix

M =
\'\
detM =
p
C =

J

My (MyyM33 — My3Msy)
—My,(My1M33 — My3M3y)

+my3(Myyms, — Mmymsay)

(Mmyym33 — Mmyzms;) —(Mmyymz3 — My3Mgzy)
—(myp,ms3 — my3ms;) (mqyym33 — my3msq)
(Mq12My3 — Myymy3) —(My1My3 — My3Myq)

(Mmy1m3y; — Myymsq)
—(mqyymzy; — myymsq)

(My1Myy — MyMyq)




Determinant, Cofactor, Inverse Matrix

e
C-= (Myymz3 — myzms;)
—(my,ms3 — my3ms;)
(Mq2My3 — Myymy3)

I\
adjM = (Mgzm33 — My3Ms;)
—(myymz3 — Myzmsq)
(Mmyym3z, — Mymsy)

N

adjM

detM

—(Mmyymz3 — My3Mgzy)
(myym33 — my3msq)

—(My1Mmy3 — My3myq)

—(myymz3 — myzms;)
(mqyymz3 — my3msq)

—(myymz,; — myymgzy)

(Mmy1m3y; — Myymsq)
—(mqyymzy; — myymsy)

(My1Myy —MyMyq)

(Mmy1my3 — My,my3)
—(mqyymy3 — my3myq)

(M11Myy — MyMyq)




Multiplying a Vector and a Matrix

=[ XPx T yqx + Z1x Xpy +Y¥qy + z75 XDz + Yqy + 21y J
= Xp+yq+zr

® A coordinate space transformation can be expressed using a vector-matrix
product.

>uM =v // matrix M converts vector u to vector v



lMultiplying a Vector and a Matrix

® Vector-matrix multiplication in OpenGL (Column-Major Order)

>v=M * u // matrix M converts vector u to vector v

v=M*u
4 A 4 N N
Xmqq +Yymyp + Zmy3 my; My My3 X
XMy + YyMyy + ZMy3 = My Myy My3 y
XmMszq +ymsz, + ZM33 mz; Mz M3z z
N J N AN J
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lMultiplying a Vector and a Matrix

® Vector-matrix multiplication in OpenGL (Column-Major Order)

>v=M * u // matrix M converts vector u to vector v

v=M*u
4 A 4 N/
Xmqq +Yymyp + Zmy3 my; My My3 X
XMy + YyMyy + ZMy3 = My Myy My3 y
XmMszq +ymsz, + ZM33 mz; Mz M3z z
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